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COMMUNICATION TERMINAL,
COMMUNICATION CONTROL METHOD,
AND PROGRAM

TECHNICAL FIELD

The present invention relates to a communication terminal
which is one of terminals included in an application layer
multicast (ALM) tree.

BACKGROUND ART

Conventionally, there has been a communication terminal
which is one of terminals included in an application layer
multicast (ALM) tree, receives stream data packets in
sequence from a terminal above the communication terminal
in the ALM tree, transfers the received stream data to a
terminal below the communication terminal in the ALM
tree, stores the received stream data packets, and reproduces
the stored stream data packets in sequence at predetermined
time points, respectively.

CITATION LIST
Non Patent Literature

[NPL 1] Improving the Fault Resilience of Overlay Mul-
ticast for Media Streaming Tan, G.; Jarvis, S. A.; Parallel and
Distributed Systems, IEEE Transactions on Volume: 18,
Issue: 6 Digital Object Identifier: 10.1109/TPDS2007.1054
Publication Year: 2007, Page(s): 721-734

SUMMARY OF INVENTION
Technical Problem

However, when the structure of an ALM tree is dynami-
cally changed, reproduction of a stream data packet may be
started at an improper time point.

Conceived to address the problem, the present invention
has an object of providing a communication terminal, a
communication control method, and a program any of which
enables starting of reproduction of stream data with proper
timing even when an ALM ftree structure is dynamically
changed.

Solution to Problem

In order to achieve the above-described object, the com-
munication terminal according to an aspect of the present
invention is any one of the terminals included in an appli-
cation layer multicast (ALM) tree having a structure which
is dynamically changeable during reproduction of stream
data. The communication terminal includes: a communica-
tion unit configured to receive stream data packets in
sequence from a terminal located above the communication
terminal in the ALM tree and transmit the received stream
data packets to a terminal located below the communication
terminal in the ALM tree; a memory unit configured to store
the received stream data packets; a reproduction unit con-
figured to reproduce the stream data packets stored in the
memory unit in sequence, each of the stream data packets
being reproduced at a predetermined time point; an obtain-
ment unit configured to obtain a delay time in data commu-
nication between the terminals located below the commu-
nication terminal in the ALM tree; and a control unit
configured to cause the reproduction unit to start reproduc-
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2

tion of each of the stream data packets at a time point which
is later than the predetermined time point by a predeter-
mined length of time that is longer than or equal to a total
of the delay time obtained by the obtainment unit and
corresponding to a communication path from the commu-
nication terminal to a leaf terminal corresponding to the
communication terminal.

General and specific aspects of the present invention may
be implemented using a system, a method, an integrated
circuit, a computer program, or a computer-readable record-
ing medium such as a CD-ROM, or any combination of
systems, methods, integrated circuits, computer programs,
or computer-readable recording media.

Advantageous Effects of Invention

Any of the communication terminal and others according
to the present invention enables starting of reproduction of
stream data packets with proper timing even when an ALM
tree structure is dynamically changed.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram for illustrating an ALM tree.

FIG. 2 is a diagram for illustrating an ALM tree.

FIG. 3 is a diagram for illustrating change in structure of
an ALM tree.

FIG. 4 is a diagram for illustrating change in structure of
an ALM tree.

FIG. 5A is a first diagram for illustrating processing which
is performed when terminals in an ALM tree are switched.

FIG. 5B is a second diagram for illustrating processing
which is performed when terminals in an ALM tree are
switched.

FIG. 6 is a diagram for illustrating an ALM tree.

FIG. 7 illustrates a configuration of a communication
terminal according to Embodiment 1 of the present inven-
tion.

FIG. 8 is a flowchart of the second process.

FIG. 9A is a first diagram for illustrating transmission of
messages.

FIG. 9B is a second diagram for illustrating transmission
of messages.

FIG. 10 illustrates an example of the messages.

FIG. 11 is a diagram for illustrating an example of a
branch delay necessary for each terminal.

FIG. 12 is a flowchart of the third process.

FIG. 13A is a first diagram for illustrating statuses of
terminals corresponding to all or part of a second commu-
nication path.

FIG. 13B is a second diagram for illustrating statuses of
terminals corresponding to all or part of the second com-
munication path.

FIG. 14 illustrates exemplary reproduction delay times
each corresponding to a terminal.

FIG. 15A is a diagram for illustrating processing which is
performed in Variation 1 of Embodiment 1 according to the
present invention.

FIG. 15B is a second diagram for illustrating processing
which is performed in Variation 1 of Embodiment 1 accord-
ing to the present invention.

FIG. 16 is a flowchart of the fourth process.

FIG. 17 illustrates a configuration of a communication
terminal according to Variation 2 of Embodiment 1 of the
present invention.

FIG. 18A is a first diagram for illustrating an example of
the fifth process.
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FIG. 18B is a second diagram for illustrating an example
of the fifth process.

FIG. 19 is a flowchart of the fifth process.

FIG. 20A illustrates an example of low-level format of a
recording medium according to Embodiment 2 of the pres-
ent invention.

FIG. 20B illustrates a configuration of the recording
medium according to Embodiment 2 of the present inven-
tion.

FIG. 20C illustrates a configuration of a computer system
according to Embodiment 2 of the present invention.

FIG. 21 is a block diagram illustrating a function con-
figuration characteristic of a communication terminal.

DESCRIPTION OF EMBODIMENTS

Underlying Knowledge Forming Basis of the
Present Invention

The present invention relates to a method of keeping
seamless distribution of stream data via an application layer
multicast (ALM) tree.

The inventors have known a method of streaming distri-
bution via an ALM tree as a technique for distributing video
data to a plurality of terminals.

FIG. 1 is a first diagram for illustrating an overview of the
ALM tree.

FIG. 2 is a second diagram for illustrating an overview the
ALM tree.

As illustrated in FIG. 1, terminals 11, 12, 13, 14, 15, 16,
and 17 are connected to a star communication network 10,
such as the Internet or a local area network (LAN).

When, for example, the terminal 11 distributes stream
data directly to all the other terminals 12, 13, 14, 15, 16, and
17, the amount of the data may excess the upper limit of
bandwidth of the line connected to the terminal 11, and
thereby a delay may be caused.

In view of this, a hierarchical logical topology is alterna-
tively used in which the distribution source of stream data,
that is, the terminal 11 is at the lop level (or is a root
terminal) as illustrated in FIG. 2. In other words, the
terminal 11 distributes stream data only to the terminals 12
and 13. The terminals 12 and 13 each reproduce the stream
data received from the terminal 11. On the other hand, the
terminal 12 distributes the stream data to the terminals 14
and 16 and the terminal 13 distributes the stream data to the
terminals 15 and 17.

In this configuration, traffic is balanced across the com-
munication network so that stream data can be distributed to
each terminal without (significant) delay.

However, when stream data is distributed via such an
ALM tree, the terminals in the ALM tree may need to be
dynamically relocated in response to dynamic change in
network status between the terminals.

FIG. 3 is a first diagram for illustrating a reason why such
relocation is necessary.

As an example, assume that communications between a
terminal 21 and a terminal 23 in an ALM tree illustrated in
FIG. 3 deteriorate. Possible causes of the deterioration
include increase in traffic in the network between the ter-
minal 21 and the terminal 23.

FIG. 4 is a second diagram for illustrating the reason why
such relocation is necessary.

When there is such increase in traffic, communication
status can be improved by, for example, switching the
terminal 21 and the terminal 27 in the ALM tree as illus-
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4

trated in FIG. 4. In the present description, the switching of
terminals means switching (exchanging) of locations of
terminals in an ALM tree.

NPL 1 discloses a technique in which a time period
having a fixed length is set as an allowable reproduction time
for data reproduction by each receiving terminal. The allow-
able reproduction time is a period of time from storing of
data in a buffer to starting of reproduction of the data.
However, the technique disclosed in NPL 1 cannot prevent
deterioration in communication quality because no actual
delay between terminals is taken into consideration for the
technique.

Since no actual delay between terminals is taken into
consideration, the allowable reproduction time set in NPL 1
may be too short. As a result, loss in video data is not
recovered before reproduction, and the disordered video
data is reproduced as it is. The allowable reproduction time
set in NPL 1 may be too long. This may cause an excessive
delay in data reproduction.

On the other hand, there is a problem with switching of
terminals in an ALM tree.

The problem is that seamless reproduction of stream data
may be impossible due to the length of delay time of data
from a root terminal to at least one of the switched terminals.
This may cause skipping during video reproduction. The
following will describe the problem.

FIG. 5A and FIG. 5B illustrate processing which is
performed when two terminals in an ALM tree are switched.
Specifically, FIG. 5A illustrates a status before two terminals
are switched. FIG. 5B illustrates statuses of each terminal
after the switching of the two terminals.

Each of the FIG. 5A and FIG. 5B includes sequential
numbers of 0 to 11. Blocks (squares) with the sequential
numbers represent stream data packets. In the following,
stream data is also referred to as stream data packets. In the
following, the sequential numbers may be also simply
referred to as numbers.

Blocks with smaller numbers are older stream data pack-
ets. In other words, a block with a smaller number is
transmitted from a root terminal at an earlier time.

Terminals P71 to P75 in FIG. 5A and FIG. 5B represent
terminals on a path from a root terminal to a leaf terminal in
the ALM tree. For example, the terminal P71 is the root
terminal. In this case, the terminal P71 is a terminal at the
first level of the ALM tree, and the terminals P72 to P75 are
at the second to fifth levels, respectively.

Furthermore, each of the terminals P71 to P75 has zero or
more numbers in a horizontal row (for example, the terminal
P72 in FIG. 5A has numbers 9, 8, 7, and 6 in a row). The zero
or more numbers in each horizontal row associated with a
terminal represent the sequential numbers (see above) of
zero or more stream data packets stored in the buffer of the
corresponding terminal. For example, the buffer of the
terminal P75 illustrated in FIG. 5A stores four stream data
packets numbered 0 to 3.

Assume that a delay time between two adjacent terminals
in the ALM tree illustrated in FIG. 5A and FIG. 5B is 100
milliseconds for an example. The two adjacent terminals are,
for example, the terminals P72 and P73.

Each of the FIG. SA and FIG. 5B includes a vertical axis
indicating delay time of data from the terminal P71. Refer-
ring to FIG. 5A, for example, a stream data packet trans-
mitted from the terminal P71 takes 400 milliseconds 4x100
milliseconds) to arrive at the terminal P75.

In the following, a stream data packet numbered n (n is a
natural number) is also referred to as the nth stream data
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packet. For example, a stream data packet numbered 10 is
referred to as the tenth stream data packet.

Assume that the terminal P72 and the terminal P75 are
switched as illustrated in FIG. 5A and FIG. 5B in response
to deterioration in communications. For example, the buffer
of the terminal P72 (FIG. 5B) relocated to the fifth level
stores four stream data packets numbered 6 to 9. The
terminal P72 therefore needs to receive a stream data packet
numbered 10 next (see the terminal P72 in FIG. 5A).

However, the tenth stream data packet arrives at the
terminal P72 by way of the terminals P75, P73, and P74 (see
FIG. 5B). The tenth stream data packet thus arrives at the
terminal P72 with a delay larger than in the case where the
terminals are not switched. In other words, there are pairs of
two terminals (for example, a pair of the terminals P72 and
P73) along the communication path from the terminal P75 to
the terminal P72. The arrival of the tenth stream data packet
is later by a delay as long as a total of delay times of the three
pairs of two terminals (3x100 milliseconds=300 millisec-
onds). As a result, there is a problem that reproduction of the
stream data (such as video) by the terminal P72 is inter-
rupted for the total of the delay times.

The present technique is conceived to solve the problem
and has an object of providing a communication terminal or
the like which enables seamless reproduction of stream data
even when there is a change in a structure of an ALM tree.

The present technique enables seamless reproduction of
stream data even when there is a change in the structure of
an ALM tree.

A communication terminal according to an aspect of the
present invention is one of terminals included in an appli-
cation layer multicast (ALM) tree (for example, see FIG. 3,
FIG. 4, FIG. 6, FIG. 9A, FIG. 9B, and FIG. 2) having a
structure dynamically changeable during reproduction of
stream data packets. The communication terminal includes:
a communication unit (see a communication unit in FIG. 21)
configured to receive stream data packets in sequence from
a terminal (terminal 20 in FIG. 6) located above the com-
munication terminal (terminal 21) in the ALM tree and
transmit the received stream data packets to a terminal
(terminals 23 and 24) located below the communication
terminal in the ALM tree; a memory unit (see a memory unit
220) configured to store the received stream data packets; a
reproduction unit (see a reproduction unit 230) configured to
reproduce the stream data packets stored in the memory unit
in sequence, each of the stream data packets being repro-
duced at a predetermined time point; an obtainment unit (see
an obtainment unit 240) configured to obtain a delay time in
data communication between the terminals located below
the communication terminal in the ALM tree; and a control
unit (see a control unit 250) configured to cause the repro-
duction unit to start reproduction of each of the stream data
packets at a time point which is later than the predetermined
time point by a predetermined length of time (see a period
of time T1 in FIG. 13A) that is longer than or equal to a total
of the delay time (period of time T1 (zperiod of time T2))
obtained by the obtainment unit and corresponding to a
communication path from the communication terminal (for
example, a terminal P2 in FIG. 13A) to a leaf terminal
(terminal P5) corresponding to the communication terminal.

In this aspect, the control unit causes the reproduction unit
to start reproduction of each of the stream data packets at a
time point which is later than the predetermined time point
by a predetermined length of time that is longer than or equal
to a total of the delay time obtained by the obtainment unit
and corresponding to a communication path from the com-
munication terminal (the terminal including the control unit)
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to a leaf terminal corresponding to the communication
terminal. The predetermined time point is a time at which the
reproduction unit reproduces a stream data packet.

With this, the control unit causes the reproduction unit to
start reproduction of each of the stream data packets at a
time point which is later than the predetermined time point
by a predetermined length of time that is longer than or equal
to a total of the delay time corresponding to a communica-
tion path from the communication terminal to a leaf terminal
corresponding to the communication terminal. Accordingly,
stream data packets are sequentially received and then
uninterruptedly reproduced even when an upper terminal
(see the terminal 21) and a lower terminal (terminal 27) of
the communication terminal (terminal 23) are switched in
response to deterioration of the network status in the com-
munication path to the upper terminal (see the network
status in the communication path between the terminals 21
and 23 in FIG. 3) in the ALM tree. As a result, interruption
of reproduction of the stream data is prevented. This thereby
enables seamless reproduction of stream data even when
there is a change in the structure of an ALM tree.

Furthermore, for example, there is a plurality of the leaf
terminals corresponding to the communication terminal in
the ALM tree (for example, the terminals 27 and 28 in FIG.
9A are leaf terminals corresponding to the terminal 23 in the
thirteenth row in FIG. 11), and the total is the largest one of
totals each of which is a total of the delay time correspond-
ing to a different one of communication paths from the
communication terminal to the leaf terminals (for the case of
DT (23, 27) and DT (28, 87) in the thirteenth row in FIG. 11,
the total corresponding to the communication path from the
terminal 23 to the terminal 28 is the larger).

Furthermore, for example, the communication terminal
further includes: a transfer unit configured to, upon detecting
switching of a first terminal (see the terminal P5 in FIG. 15A
and FIG. 15B) and a second terminal (see the terminal P2)
in the ALM tree, change, from the first terminal to the
second terminal, a destination of the stream data packets to
be transmitted by the communication unit, the first terminal
being a terminal among the terminals located below the
communication terminal in the ALM tree, and the second
terminal being a terminal located above the communication
terminal in the ALM tree, and the communication unit is
further configured to, when the transfer unit detects the
switching of the first terminal and the second terminal, (a)
transmit, to the first terminal, a stream data packet which has
already been received by the second terminal and follows a
newest stream data packet among stream data packets
already received by the first terminal (see the arrow from a
terminal P4 to data D10), and (h) transmit a new stream data
packet to the second terminal after transmitting the stream
data packet which follows the newest stream data packet to
the first terminal (see the arrow from a terminal P4 to data
D20).

In this aspect, when the first terminal and the second
terminal are switched, the communication unit transmits, to
the first terminal, the stream data packet which has already
been received by the second terminal and follows the newest
one of stream data packets received by the first terminal.
After transmitting the stream data packet which follows the
newest stream data packet to the first terminal, the commu-
nication unit transmits a new stream data packet to the
second terminal.

The communication unit thus transmits, to the first ter-
minal, the stream data packet which follows the newest one
of stream data packets already received by the first terminal,
so that the stream data packet which follows the newest
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stream data packet can be delivered to the first terminal after
relocation with no additional delay even when a large
amount of stream data packets are transmitted from the root
terminal of the ALM tree. As a result, it is possible to prevent
interruption in reproduction of stream data by the first
terminal located above the communication terminal.

Furthermore, for example, the communication terminal
further includes an adjustment unit configured to, when the
delay time between the terminals below the communication
terminal changes (S410, YES in FIG. 19), adjust, depending
on the delay time after the changing a difference time, a
reproduction time point of the stream data packet which
follows the stream data packet currently being reproduced.

In this aspect, n the delay time of a terminal below the
communication terminal (the terminal including the adjust-
ment unit) changes, the reproduction time point of the
stream data packet which follows the stream data packet
currently being reproduced is adjusted depending on the
delay time after the changing.

With this, it is possible to cope with the situation in which
a terminal below the communication terminal is removed or
a terminal (see terminal P5 in FIG. 18B) is newly added
below the communication terminal during reproduction of
stream data.

Furthermore, for example, the obtainment unit is config-
ured to measure a delay time between the communication
terminal and a second terminal which is a child terminal of
the communication terminal in the ALM tree, and transmit
the measured delay time to a parent terminal of the com-
munication terminal.

Furthermore, for example, the obtainment unit is config-
ured to receive, from the second terminal, a delay time
between the second terminal and a third terminal which is a
child terminal of the second terminal, and transmit the
received delay time to the parent terminal of the communi-
cation terminal, the delay time between the second terminal
and the third terminal being measured by the second termi-
nal.

Furthermore, for example, the control unit is configured to
cause the reproduction unit to start reproduction of each of
the stream data packets at a time point which is later than the
predetermined time point by a predetermined length of time
that is equal to the total of the delay time obtained by the
obtainment unit and corresponding to the communication
path from the communication terminal to the leaf terminal
corresponding to the communication terminal.

In this aspect, the control unit causes the reproduction unit
to start reproduction of each of the stream data packets at a
time point which is later than the predetermined time point
by a predetermined length of time that is equal to the total
of the delay time obtained by the obtainment unit and
corresponding to the communication path from the commu-
nication terminal to the leaf terminal corresponding to the
communication terminal. This enables the terminals below
the communication terminal to start reproduction of stream
data at the same time. As a result, it is possible to maintain
synchronous reproduction of stream data by the terminals.

Furthermore, for example, the predetermined time point is
a time point which is later than the storing of the stream data
packet in the memory unit by a predetermined length of time
that is equal to a length of time taken to store the stream data
packet in the memory unit.

Furthermore, for example, the stream data includes at
least one of video data and audio data.

A communication control method according to an aspect
of the present invention is performed by a communication
terminal that is one of terminals included in an application
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layer multicast (ALM) tree having a structure dynamically
changeable during reproduction of stream data. The com-
munication terminal includes: a communication unit config-
ured to receive stream data packets in sequence from a
terminal located above the communication terminal in the
ALM tree and transmit the received stream data packets to
a terminal located below the communication terminal in the
ALM tree; a memory unit configured to store the received
stream data packets; and a reproduction unit configured to
reproduce the stream data packets stored in the memory unit
in sequence, each of the stream data packets being repro-
duced at a predetermined time point, and the communication
control method includes: obtaining a delay time in data
communication between the terminals located below the
communication terminal in the ALM tree; and causing the
reproduction unit to start reproduction of each of the stream
data packets at a time point which is later than the prede-
termined time point by a predetermined length of time that
is longer than or equal to a total of the delay time obtained
in the obtaining and corresponding to the communication
path from the communication terminal to a leaf terminal
corresponding to the communication terminal.

A program according to an aspect of the present invention
is executed by a communication terminal that is one of
terminals included in an application layer multicast (ALM)
tree having structure dynamically changeable during repro-
duction of stream data. The communication terminal
includes: a communication unit configured to receive stream
data packets in sequence from a terminal located above the
communication terminal in the ALM tree and transmit the
received stream data packets to a terminal located below the
communication terminal in the ALM tree; a memory unit
configured to store the received stream data packets; and a
reproduction unit configured to reproduce the stream data
packets stored in the memory unit in sequence, each of the
stream data packets being reproduced at a predetermined
time point, and the program causes a computer to execute:
obtaining a delay time in data communication between the
terminals located below the communication terminal in the
ALM tree; and causing the reproduction unit to start repro-
duction of each of the stream data packets at a time point
which is later than the predetermined time point by a
predetermined length of time that is longer than or equal to
a total of the delay time obtained in the obtaining and
corresponding to the communication path from the commu-
nication terminal to a leaf terminal corresponding to the
communication terminal.

Hereinafter, embodiments of the present invention are
described using the drawings. In the following description,
the same constituent elements are denoted by the same
reference signs. Such constituent elements have the same
name and the same functionality. Therefore, detailed
description thereof may be omitted.

Each of the embodiments described below shows a pref-
erable example of the present invention. The values, mate-
rials, constituent elements, layout and connection of the
constituent elements, steps, and the order of the steps in the
embodiments are given not for limiting the present invention
but merely for illustrative purposes only. Among the con-
stituent elements in the following exemplary embodiments,
constituent elements not recited in any one of the indepen-
dent claims defining the most generic part of the inventive
concept are described as constituent elements included in
order to implement a preferred embodiment.
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Embodiment 1

An ALM tree is described using FIG. 6.

As illustrated in FIG. 6, an ALM tree is provided for
purpose of multicasting at the application layer. An ALM
tree has a network structure dynamically changeable during
reproduction of stream data. The stream data in the present
description refers to data including video data and audio
data.

The stream data may include only one of video data and
audio data. In other words, the stream data in the present
description include at least one of video data and audio data.

An ALM tree includes plural terminals. Each of the plural
terminals included in an ALM tree is a communication
terminal having a function to communicate with the other
terminals. An ALM tree has a hierarchical structure. The
ALM tree illustrated in FIG. 6 has a hierarchical structure
with five levels for an example. The number of levels of an
ALM tree is not limited to five and may be four or six or
more.

A terminal R10 is a root terminal. The terminal R10 is a
terminal at the first level (topmost level). Terminals 20 to 34
are each at one of the levels. For example, terminals 21 and
22 are at a third level.

Terminals at the lowest level in an ALM tree are referred
to leaf terminals. In FIG. 6, terminals at the fifth level are
leaf terminals.

Structure of an ALM tree is not limited to the structure
illustrated in FIG. 6. For example, the terminal 29 may be
omitted. In this case, the terminal 24 has an only child
terminal, the terminal 30.

FIG. 7 illustrates a configuration of a communication
terminal 100 according to Embodiment 1 of the present
invention. The communication terminal 100 is a terminal
which is included in an ALM tree but is neither the root
terminal nor the leaf terminals of the ALM tree.

The communication terminal 100 includes a transfer unit
110, a multicast unit 120, an obtainment unit 130, a calcu-
lation unit 140, a control unit 150, a reproduction unit 160,
and a buffer 170.

The buffer 170 is a memory for temporary data storage. In
other words, the buffer 170 corresponds to a memory unit.

The transfer unit 110 receives first control data, second
control data, and so on transmitted from the root terminal to
the communication terminal 100. The first control data is, for
example, data for control of structure of the ALM tree. The
second control data is, for example, data for instruction for
switching two terminals in the ALM tree.

As described above, the switching of terminals means
switching (exchanging) of locations of terminals in an ALM
tree. In the following, switching of two terminals in an ALM
tree is also referred to as a first process.

The transfer unit 110 controls the multicast unit 120 so
that the multicast unit 120 changes a destination of data
transfer according to the first control data or the second
control data.

The multicast unit 120 receives stream data packets
sequentially transmitted from a parent terminal. In other
words, the multicast unit 120 is a communication unit. In
other words, the communication terminal 100 including the
communication unit has a terminal has an upper terminal,
that is, a parent terminal in the ALM tree. The communi-
cation unit sequentially receives stream data packets from
such a terminal at a higher level.

Upon receiving each stream data packet, the multicast
unit 120 transmits the stream data packet to child terminals.
In other words, the multicast unit 120 transmits the received
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stream data packets to terminals located below the commu-
nication terminal 100 including the multicast unit 120 in the
ALM tree.

Upon receiving each stream data packet, the multicast
unit 120 also stores the stream data packet in the buffer 170.
In other words, the buffer 170 functioning as a memory unit
stores the stream data packets received sequentially by the
multicast unit 120.

The obtainment unit 130 obtains a delay time (branch
delay) in data communication between terminals below the
communication terminal 100 including the obtainment unit
130 in the ALM tree. This process will be described in detail
later.

In other words, the obtainment unit 130 obtains a delay
time (branch delay) in data communication between termi-
nals on a communication path from the communication
terminal 100 including the obtainment unit 130 to a leaf
terminal corresponding to the communication terminal 100
in the ALM tree.

The obtainment unit 130 notifies the parent terminal of the
communication terminal 100 of the delay time.

The calculation unit 140 calculates reproduction delay
time. Calculation of the reproduction delay time will be
described in detail later.

The reproduction unit 160 sequentially reproduces the
stream data packets stored in the buffer 170 functioning as
a memory unit. The reproduction unit 160 reproduces each
of the stream data packets at a predetermined time point The
reproduction unit 160 starts reproduction of the nth stream
data packet at a time point which is later than the storing of
the nth stream data packet in the buffer 170 (n is a natural
number) by a delay time K. The delay time K will be
described later.

Each of the root terminal and leaf terminals in the ALM
tree has a configuration similar to the configuration of the
communication terminal 100.

In the following, the length of time necessary for trans-
mission of a data packet from a terminal to a child terminal
or a parent terminal of the terminal in an ALM tree is also
referred to as a branch delay.

For example, the length of time necessary for transmis-
sion of a data packet from the terminal 21 to the terminal 23
which is a child terminal of the terminal 21 is a branch delay.
A branch delay equals to half of a round-trip time (RTT).
The RTT is the length of time which a data packet takes to
make a round trip between two terminals.

The following will describe a process for calculating a
branch delay (the process is hereinafter also referred to as a
second process).

The second process is performed by a terminal which is
included in an ALM tree but is neither the root terminal nor
the leaf terminals of the ALM tree. The second process is
performed independently of other processes. Each of the leaf
terminals in an ALM tree transmits blank messages to its
parent terminal at predetermined intervals. The predeter-
mined intervals have a length of five seconds for an
example. For example, the terminal 27 in FIG. 6 transmits
blank messages to the terminal 23 at predetermined inter-
vals. As with the terminal 27, each of the terminals 28 to 34
also transmits blank messages to its parent terminal.

Assume that the terminal 23 perform the second process
for an example.

FIG. 8 is a flowchart of the second process.

Upon receiving a blank message, the obtainment unit 130
measures an RTT between the terminal 23, which includes
the obtainment unit 130 and is performing the second
process illustrated in FIG. 8, and each of its child terminals
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(for example, the terminal 27) (S110). The RTT is measured
using a known method of measuring an RTT, such as a
method in which the Real-time Transport Protocol (to be
precise, RTCP) is used.

Then, the obtainment unit 130 calculates, as a branch
delay, a value which is half of the calculated RTT. The
obtainment unit 130 thus obtains the branch delay as the
result of the calculation (S110). The obtainment unit 130
performs the process to calculate a branch delay for each of
its child terminals (terminals 27 and 28).

By performing the process in Step S110, the obtainment
unit 130 of the terminal 23 obtains a delay time (branch
delay) in data communication between each pair of two
terminals below the communication terminal 100 including
the obtainment unit 130 (terminal 23) in the ALM tree.

In other words, the obtainment unit 130 of the terminal 23
obtains a delay time (branch delay) in data communication
between each pair of two terminals on a communication path
from the communication terminal 100 including the obtain-
ment unit 130 to its corresponding leaf terminal (for
example, terminal 27) in the ALM tree. For example, the two
terminals are the terminal 23 and the terminal 27.

In the following, a delay time between two terminals of a
terminal x and a terminal y is also expressed as a branch
delay DT (x, y). The branch delay DT (x, y) is also expressed
as a branch delay DT or a DT for simplicity.

In this case, the obtainment unit 130 of the terminal 23
obtains a DT (23, 27) and a DT (23, 28) by performing the
process in Step S110. For example, the DT (23, 28) indicates
a branch delay between the terminal 23 and the terminal 28.

Next, the obtainment unit 130 of the terminal 23 transmits
a message to its parent terminal (terminal 21) (S120). The
message indicates a branch delay having the largest value
among all the obtained branch delays (for example, DT (23,
27) between the DT (23, 27) and DT (23, 28)) (5120). In
other words, the obtainment unit 130 notifies the parent
terminal of the branch delay.

Assume that the value of the DT (23, 28) is larger than the
value of the DT (23, 27) for an example. In this example, the
obtainment unit 130 notifies the parent terminal of the DT
(23, 27).

FIG. 9A and FIG. 9B each illustrate transmission of
messages. Referring to FIG. 9A, terminals at the fourth level
transmit messages to their parent terminals. Referring to
FIG. 9B, terminals at the third level transmit messages to
their parent terminal.

FIG. 10 illustrates an example of the messages. In FIG.
10, message IDs ire the first column of the table in FIG. 10
identify messages.

As can be seen from FIG. 9A and FIG. 10, the obtainment
unit 130 of the terminal 23 transmits, to the terminal 21, a
message m1 which indicates the DT (23, 28) having the
larger value. In other words, the terminal 23 notifies its
parent terminal 21 of the branch delay DT (23, 28).

The terminals 24 to 26 also each perform the process
similar to the above process which the terminal 23 performs.

For an example, a message m2 is transmitted to the
terminal 21. For another example, a message m4 is trans-
mitted to the terminal 22.

A terminal which is a child terminal of a terminal but not
a leaf terminal in an ALM tree performs the second process
as shown below. Assume that the terminal which is a child
terminal of a terminal but not a leaf terminal is the terminal
21.

The obtainment unit 130 of the terminal 21 performs the
process in Step S110 again to obtain next branch delays
(S110). The branch delays are branch delays between the
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terminal 21 and child terminals of the terminal 21 to which
messages are transmitted from the child terminals. The
obtainment unit 130 of the terminal 21 performs the process
for each of its child terminals (terminal 23 and terminal 24).
The obtainment unit 130 thereby obtains a DT (21, 23) and
a DT (21, 24).

Next, the obtainment unit 130 calculates, for each of the
received messages, a total of a DT indicated in the message
(for example, DT (21, 23)) and a branch delay obtained for
the corresponding child terminal (terminal 23) which is the
sender of the message. The total is also referred to as a first
total.

Receiving the message indicating a branch delay from
child terminals and performing the process in Step S110, the
obtainment unit 130 of the terminal 21 obtains a delay time
(branch delay) in data communication between each pair of
terminals below the communication terminal 100 including
the obtainment unit 130 in the ALM tree. In other words, the
obtainment unit 130 of the terminal 21 obtains a delay time
(branch delay) in data communication between each pair of
two terminals on a communication path from the commu-
nication terminal 100 including the obtainment unit 130 to
its corresponding leaf terminal (for example, terminal 29) in
the ALM tree. Such pairs of two terminals include pairs of
terminals one of which is the communication terminal 100
including the obtainment unit 130.

Next, the obtainment unit 130 of the terminal 21 transmits
a message to its parent terminal (terminal 20) (S120). The
message indicates all DTs used for calculation of the first
total having the largest value among all the calculated first
totals. In other words, the obtainment unit 130 notifies its
parent terminal of DTs (branch delays) by sending the
message indicating the DTs.

In other words, the obtainment unit 130 performs the
processes in Steps S110 and S120 to measure a delay time
between the communication terminal 100 including the
obtainment unit 130 and a second terminal which is a child
terminal of the communication terminal 100 in the ALM tree
and transmit the measured delay time to the parent terminal
of the communication terminal 100.

Assume that the terminal 21 performs the second process
for an example. In this example, the obtainment unit 130 of
the terminal 21 receives a next delay time. This delay time
is measured by the second terminal which is a child terminal
of the terminal 21, and is measured between the second
terminal and a third terminal which is a child terminal of the
second terminal. The obtainment unit 130 of the terminal 21
receives the delay time from the second terminal, and
transmits the received delay time to the parent terminal of
the communication terminal 100 including the obtainment
unit 130 that is the terminal 21.

Assume that the terminal 23 transmits a message ml
which indicates a DT (23, 28) to the terminal 21, and the
terminal 24 transmits a message m2 which indicates a DT
(24, 29) to the terminal 21. Also assume that the total of a
DT (21, 24) and the DT (24, 29) is larger than the total of a
DT (21, 23) and the DT (23, 28).

In this case, as can be seen from FIG. 96, the obtainment
unit 130 of the terminal 21 transmits, to its parent terminal
(terminal 20), a message m5 which indicates the DT (21, 24)
and the DT (24, 29) which make the larger total.

The terminal 22 also performs the process similar to the
above process which the terminal 21 performs. A message
mé is thereby transmitted to the terminal 20.

It should be noted that when two terminals for which a
branch delay is calculated includes one terminal and the
other terminal, the other terminal need not be a child
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terminal of the one terminal as in the above-described
process. The other terminal of two terminals for which a
branch delay is calculated may be the parent terminal of the
one terminal.

In the above-described process, a terminal which is a
parent terminal of a leaf terminal calculates a branch delay
upon receiving a blank message from its child terminal, that
is, the leaf terminal. The present invention is not limited to
this. The terminal which is the child terminal may calculate
branch delays at predetermined intervals without receiving a
blank message.

In the above-described process, each of the terminals at
the levels notifies its parent terminal only of a branch delay
having the largest value among plural obtained branch
delays. The present invention is not limited to this. Each
terminal may transmit all branch delays which the terminal
has obtained to its parent terminal.

In this case, each terminal may obtain branch delays
between all pairs of two terminals located below the termi-
nal. In an exemplary configuration, each of the terminals at
the levels in the ALM tree illustrated in FIG. 9A transmits
all branch delays which the terminal has obtained to its
parent terminal.

FIG. 11 is a table illustrating relationships between ter-
minal numbers and necessary DTs.

The table in FIG. 11 shows an example of branch delays
(see the second column in FIG. 11) which each terminal
having a number in the first column in the table needs to
receive in order to calculate a reproduction delay time,
which will be described later.

In FIG. 11, the necessary DTs (see the second column) are
necessary for the terminal having a number (see the first
column) corresponding to the DTs to calculate a reproduc-
tion delay time, which will be described later. For example,
a DT (25, 32) and a DT (25, 31) are necessary for the
terminal 25 (see the eleventh row) to calculate a reproduc-
tion delay time, which will be described later.

The method of obtaining a branch delay is not limited to
the method in which the location where the process is
performed moves upward in the hierarchy as shown in FIG.
9A and FIG. 9B. In an exemplary method, terminals may
measure branch delays and broadcast them to all the other
terminals.

In another exemplary method, each terminal may measure
a branch delay between itself and its parent branch or a
branch delay between itself and an adjacent terminal and
notify the root terminal of the measured branch delay. Then,
the root terminal may notify each terminal of branch delays
necessary for the terminal.

Alternatively, the root terminal may notify each terminal
of branch delays by multicasting via the ALM tree. Each of
the terminals may also obtain branch delays using a method
other than these methods.

The following will describe a process for controlling
timing for starting reproduction of stream data (the process
is hereinafter also referred to as a third process).

The third process is performed by a terminal other than
the root terminal included in an ALM tree. The third process
is performed independently of other processes. The third
process is a communication control method according to
Embodiment 1. Assume that the terminal 20 performs the
third process for an example.

FIG. 12 is a flowchart of the third process.

The obtainment unit 130 of the terminal 20 performs the
process in Step S110 again to obtain a branch delay between
the terminal 20 and its child terminal from which messages
are transmitted to the terminal including the obtainment unit
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130 (that is, the terminal 20) (S210). The obtainment unit
130 of the terminal 20 performs the process for each of its
child terminals (terminal 21 and terminal 22). The obtain-
ment unit 130 thereby obtains a DT (20, 21) and a DT (20,
22).

Next, the obtainment unit 130 calculates, for each of the
received messages, a total of a DT indicated in the message
and the branch delay obtained for the corresponding mes-
sage. The total is also referred to as a first total.

In the following, the largest one of all calculated first
totals is also referred to as a second total.

The obtainment unit 130 transmits, to the calculation unit
140, the largest one of all the calculated first totals (a second
total) and all branch delays DTs used for calculation of the
second total.

When a terminal has only one child terminal, only one
first total is calculated. In this case, the only one first total is
a second total.

In the following, a communication path from a terminal to
its leaf terminal in an ALM ftree is also referred to as a first
communication path. The first communication path corre-
sponding to a second total calculated by a terminal is also
referred to as a second communication path. Thus, each of
the terminals other than the root terminal in an ALM tree has
a different second communication path. In other words, an
ALM tree includes a plurality of second communication
paths.

The calculation unit 140 identifies the second communi-
cation path corresponding to a second total (S220).

Assume that the terminal 21 performs the above-de-
scribed processes to transmit a message m5 (FIG. 9B and
FIG. 10) which indicates a DT (24, 29) and a DT (21, 24) to
the terminal 20 and that the terminal 22 performs the
above-described processes to transmit a message m6 which
indicates a DT (26, 33) and a DT (22, 26) to the terminal 20.
Also assume that the total of the DT (24, 29), DT (21, 24),
and DT (20, 21) is larger than the total of the DT (26, 33),
DT (22, 26), and DT (20, 22).

In this case, the obtainment unit 130 transmits, to the
calculation unit 140, a second total which is calculated as the
total of the DT (24, 29), DT (21, 24), and DT (20, 21) and
each of the DTs included in the second total, that is, the DT
(24, 29), DT (21, 24), and DT (20, 21).

Furthermore, in this case, the calculation unit 140 iden-
tifies the second communication path corresponding to all
the DTs used for calculation of the second total, that is, the
DT (24, 29), DT (21, 24), and DT (20, 21).

Specifically, the calculation unit 140 identifies each com-
munication path used for calculation of the DT (24, 29), DT
(21, 24), and DT (20, 21) and identifies the communication
path composed of all the identified communication paths as
the second communication path. In this case, the second
communication path is the communication path connecting
the terminals 20, 21, 24, and 29.

For example, in the ALM tree in FIG. 6, there are plural
(eight) leaf terminals corresponding to the terminal 20. In
this example, the plural leaf terminals corresponding to the
terminal 20 are the terminals 27 to 30 and the terminals 31
to 34.

In other words, in the ALM tree in FIG. 6, the second total
is calculated using the above-described process as follows.
There are plural communication paths from the terminal 20
to the leaf terminals corresponding to the terminal 20. One
of all the communication paths corresponds to the largest
total of branch delays between a pair of two terminals on the
communication paths. This is the largest value correspond-
ing to the communication path. In this case, the leaf termi-
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nals corresponding to the terminal 20 are the terminals 27 to
30 and the terminals 31 to 34.

There is a possibility that not all terminals composing an
ALM tree have plural corresponding leaf terminals. This
depends on structure of the ALM tree. Assume that the ALM
tree in FIG. 6 does not have the terminals at the third to fifth
levels other than the terminals 21, 24, and 29 among the
terminals 21 to 34, that is, the ALM tree lacks the terminals
23,27, 28, 30,22, 25, 25, 31, 32, 33, and 34. In this example,
the terminal 20 has an only leaf terminal, the terminal 29.
Furthermore, the terminal 20 has an only one corresponding
first communication path. Furthermore, the only one first
communication path corresponding to the terminal 20 is also
a second communication path.

Assume that the ALM tree in FIG. 6 does not have the
terminals other than the terminals 24 and 29 among the
terminals 23 to 30, that is, the ALM tree lacks the terminals
23, 27, 28, and 30. In this example, the terminal 21 has an
only leaf terminal, the terminal 29. In this example, the
terminal 21 has an only one corresponding first communi-
cation path. Furthermore, the only one first communication
path corresponding to the terminal 21 is also a second
communication path.

FIG. 13A and FIG. 13B illustrate statuses of terminals
corresponding to all or part of a second communication path.

FIG. 13A illustrates exemplary statuses of the terminals
before the first process is performed.

FIG. 13B illustrates exemplary statuses of the terminals
after the first process is performed.

The first process is performed upon transmission of
second control data from a terminal P1, which is the root
node, to a terminal P5 via terminals P2, P3, and P4 while the
terminals are in the statuses illustrated in FIG. 13A. The
second control data is, for example, data for instruction for
switching a terminal P2 and a terminal P5.

The symbols in FIG. 13A and FIG. 13B have already been
described using FIG. 5A and FIG. 5B, and therefore the
detailed description thereof is not repeated. The following
will describe the symbols in brief. Blocks with sequential
numbers 0 to 11 represent stream data packets. In the
following, the sequential numbers may be also simply
referred to as numbers. Blocks with smaller numbers are
older stream data packets.

The terminals P1 to P5 in FIG. 13A and FIG. 13B
correspond to all or part of a second communication path.
For example, the terminal P1 is the root terminal. The
terminal P1 is a terminal at the first level of the ALM tree.
In FIG. 13A, the terminals P2 to P5 are at the second to fifth
levels, respectively. The zero or more numbers in each
horizontal row associated with a terminal represent the
sequential numbers of zero or more stream data packets
stored in the buffer of the corresponding terminal. For
example, the buffer of the terminal P2 illustrated in FIG.
13 A stores ten stream data packets numbered 0 to 9. Assume
that in FIG. 13 A, the terminal P5 is a leaf terminal. It should
be noted that the terminal P5 need not be a leaf terminal.

Also assume that the terminal P2 is the terminal 20 (see
FIG. 6, etc.) In this example, the second communication
path identified using the above-described process is a com-
munication path from the terminal P2 to the terminal P5 (leaf
terminal).

Referring to FIG. 12 again, the calculation unit 140
calculates, as a reproduction delay time of the communica-
tion terminal including the calculation unit 140 (terminal
20), a total of a second total corresponding to a second
communication path from the communication terminal
including the calculation unit 140 to its leaf terminal and a
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predetermined delay time K (S230). The delay time K is a
length of time taken to seamlessly reproduce successive
stream data packets and also the length of time taken to store
the stream data packets in a buffer.

For example, the delay time K is 300 ms. The terminal P5,
which is a leaf terminal, has no child terminal, and therefore
the reproduction delay time of the terminal P5 equals delay
time K.

FIG. 14 illustrates exemplary reproduction delay times
each corresponding to a terminal.

In FIG. 14, terminal IDs in the first column identify
terminals. For example, a terminal ID in the second row P2
identifies a terminal P2. In FIG. 14, a DT (x, y) indicates a
branch delay between a terminal x and a terminal y as
described above. For example, a DT (P2, P3) indicates a
branch delay between the terminal 2 and the terminal 3.
When the terminal P2 is the terminal 20 and the terminal P3
is the terminal 21, the DT (P2, P3) corresponds to a DT (20,
21).

Referring to FIG. 14, a reproduction delay time of the
terminal P3 (in the third row) is a total of a DT (P3, P4), a
DT (P4, P5), and a delay time K.

Referring to FIG. 12 again, the calculation unit 140
notifies the control unit 150 of the calculated reproduction
delay time (S240).

As described above, the reproduction unit 160 starts
reproduction of the nth stream data packet at a time point
which is later than the storing of the nth stream data packet
in the buffer 170 by a delay time K (n is a natural number).

The control unit 150 controls reproduction by the repro-
duction unit 160 (S250). Specifically, the control unit causes
the reproduction unit 160 to start reproduction of the stream
data packet at a time point which is later than the predeter-
mined time point by the second total. The second total is a
total of all the delay times corresponding to the communi-
cation path (the second communication path) from the
communication terminal including the obtainment unit 130
to its leaf terminal. The delay times are obtained by the
obtainment unit 130. The predetermined time point is a time
point which is later than the storing of the stream data packet
in the memory unit (buffer 170) by a predetermined length
of time (delay time K). The predetermined length of time is
a length of time taken to store the stream data packet in the
memory unit.

More specifically, the control unit 150 transmits a first
instruction to the reproduction unit.

The first instruction is an instruction for starting repro-
duction of the nth stream data packet at a time point which
is later than the storing of the nth stream data packet in the
buffer 170 by a reproduction delay time. The reproduction
delay time is a total of the second total and the delay time
K. In other words, the first instruction is an instruction for
starting reproduction of the nth stream data packet at a time
point which is later than the storing of the nth stream data
packet in the buffer 170 by the second total or longer.

When n=1, upon receiving a first instruction, the repro-
duction unit 160 starts reproduction of the first stream data
packet (stream data packet numbered 0) at a time point
which is later than the predetermined time point by the
second total or longer.

Here, the condition “later than the predetermined time
point by the second total or longer” is not limiting. Alter-
natively, the control unit 150 may cause the reproduction
unit 160 to start reproduction of the stream data packet at a
time point which is later than the predetermined time point
just by the second total.
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This is the third process to be performed by each terminal
included in an ALM tree except the root terminal.

With this, it is possible to cause the terminals correspond-
ing to the second communication path to synchronously start
reproduction of stream data packets as illustrated in FIG.
13A. In FIG. 13A and FIG. 13B, a period (of time) T1 is the
length of time from when the reproduction unit 160 starts
reproduction of a stream data packet numbered 4 to when the
reproduction unit 160 completes reproduction of the stream
data packet numbered 9. A period (of time) T2 is the length
of time which it takes for the stream data packet transmitted
from a terminal at the second level to arrive at a terminal at
the fifth level. Here, the relationship of T2<T1 is satisfied as
a result of the process performed in Step S250.

Assume that the terminal P2 and the terminal PS5 are
switched in response to deterioration in communications
while stream data is being reproduced as illustrated in FIG.
13A (see FIG. 13B). In other words, structure of an ALM
tree is changed during reproduction of stream data.

In this case, the terminal P2 relocated to the fifth level
receives can receives a stream data packet numbered 10
within a period of time from start of reproduction of a stream
data packet numbered 4 to completion of reproduction of a
stream data packet numbered 9. In other words, it is possible
to prevent the terminal P2 from failing to receive the stream
data packet numbered 10 by the time when the terminal P2
completes reproduction of the stream data packet numbered
9. In other words, delay in arrival of a stream data packet can
be absorbed.

This thereby enables seamless reproduction of stream data
even when there is a change in the structure of an ALM tree
during reproduction of the stream data.

Any terminal switched with another terminal among the
terminals P2 to P5 in FIG. 13A has an effect similar to the
effect of the terminal P2 relocated to the fifth level.

Furthermore, the processes in Embodiment 1 can be
performed also in the case where the terminal at the fifth
level among the terminals P1 to P5 shown in FIG. 13A and
FIG. 13B (for example, the terminal P5 in FIG. 13A) is not
a leaf'terminal. In other words, the processes in Embodiment
1 can be performed also in the case where there is a terminal
at the sixth level in addition to the terminals shown in FIG.
13A and FIG. 13B.

As described above, according to Embodiment 1, the
control unit 150 of a terminal among the terminals included
in an ALM tree except the root terminal causes the repro-
duction unit 160 to start reproduction of the stream data
packet at a time point which is later than the predetermined
time point by the second total or longer.

With this, it is possible to cause the terminals correspond-
ing to the second communication path in the ALM tree to
start reproduction of stream data packets at the same time as
illustrated in FIG. 13A. This thereby enables seamless
reproduction of stream data even when there is a change in
the structure of the ALM tree during reproduction of the
stream data.

For a specific example, interruption (skipping) during
video reproduction, or deterioration in video quality can be
prevented. In other words, this increases quality of video and
audio reproduced by terminals included in an ALM tree.

The present invention is not limited to the third process in
Embodiment 1 in which a second communication path is
used. For example, the third process may be performed
using a path between two terminals which are most likely to
be switched or a randomly selected path.

When a branch delay (network delay) between terminals
before the first process is performed and a branch delay
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(network delay) between the terminals after the first process
is performed are not comparable in length, the rate of
absorption of delay in arrival of stream data packets may be
low. This is the case where, for example, the delay time from
the terminal P2 to the terminal P5 before the first process is
performed as illustrated in FIG. 13 A and the delay time from
the terminal P5 to the terminal P2 after the first process is
performed as illustrated in FIG. 13B are substantially dif-
ferent.

In this case, the delay time from the terminal P2 to the
terminal P5 before the first process is performed is a total of
a DT (P2, P3), DT (P3, P4), DT (P4, P5), and K. The delay
time from the terminal P5 to the terminal P2 after the first
process is performed is a total of DT (P5, P3), DT (P3, P4),
DT (P4, P2), and K. Here, for an example for FIG. 13A and
FIG. 13B, assume that the DT (P2, P3) is not equal to the DT
(P5, P3) and that the DT (P4, P5) is not equal to the DT (P4,
P2) for an example.

Each terminal may perform a process in order to prevent
such reduction in the rate of absorption of delay in arrival of
stream data packets. For example, in the process, the termi-
nal may use a value obtained by adding a branch delay
corresponding to each path between terminals and a maxi-
mum branch delay between terminals below the terminal.

Alternatively, in the process, the terminal may use a value
obtained by adding a branch delay corresponding to each
path between terminals and a maximum branch delay
between terminals in the ALM tree. Alternatively, in the
process, the terminal may use a value obtained by adding a
branch delay corresponding to each path between terminals
and a certain value a (a=0).

Variation 1 of Embodiment 1

In Embodiment 1, a terminal is relocated in the first
process to a level lower than the level before the first process
is performed (for example, terminal P2). In Embodiment 1,
the terminal is enabled to seamlessly reproduce stream data.
However, a terminal relocated in the first process to a level
higher than the level before the first process is performed
may fail to seamlessly reproduce stream data. For example,
a terminal may be relocated to a lower level at one time and
may be relocated to an upper level at another time.

Referring to FIG. 13B, for example, the terminal P5 after
the first process is performed receives a stream data packet
numbered 10. In this example, the terminal P5 still needs
stream data packets numbered 4 to 9. In the following, a
stream data packet needed by a terminal is also referred to
as a missing stream data packet. In the following, a missing
stream data packet is also referred to as a missing packet.

It is possible for the terminal P5 to receive the missing
stream data packets again from its new parent terminal
(terminal P1). However, when there are so many missing
stream data packets as to exceed the data transmission
capacity of the terminal P1, it may be impossible for the
terminal P15 to receive the missing stream data packets from
the terminal P1. For example, the data transmission capacity
of the terminal P1 is exceeded when the amount of data to
be transmitted from the terminal P1 to the terminal PS5 in
FIG. 13B reaches the network bandwidth therebetween.

In Variation of Embodiment 1, a terminal receives missing
stream data packets from a terminal which has already
obtained the missing stream data packets. For example, a
terminal receives stream data packets which the terminal
misses immediately after relocation in the first process from
its parent terminal before the relocation.
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The processes according to Embodiment 1 (for example,
the third process) are also performed in Variation 1 of
Embodiment 1.

The communication terminal in Variation 1 of Embodi-
ment 1 is the communication terminal 100 in FIG. 7.

The transfer unit 110 of the communication terminal 100
in Variation 1 of Embodiment 1 performs the following
process. In the process, the transfer unit 110 detects switch-
ing of a first terminal located below the communication
terminal 100 and a second terminal located above the
communication terminal 100 in an ALM tree. Next, upon the
detection in the process, the transfer unit 110 changes, from
the first terminal to the second terminal, the destination of
stream data to be transferred by the multicast unit 120,
which is the communication unit.

FIG. 15A and FIG. 156 illustrate processing which is
performed in Variation 1 of Embodiment 1 according to the
present invention.

FIG. 15A is a simplified FIG. 13A. Terminals P1 to P5 in
FIG. 15A correspond to the terminals P1 to P5 in FIG. 13A,
respectively.

Data D10 in FIG. 15A corresponds to the stream data
packets numbered 4 to 9 in FIG. 13A. In other words, the
data D10 includes a plurality of the missing stream data
packets. Data D20 corresponds to the stream data packets
numbered 10 and 11 (see FIG. 13B).

FIG. 15B is a simplified FIG. 13B.

The following will describe a process for transmitting
missing stream data packets immediately after the first
process is performed (hereafter also referred to as a fourth
process).

FIG. 16 is a flowchart of the fourth process.

In the following, a terminal relocated by the first process
to a level higher than before the first process is performed is
also referred to as an elevated terminal.

The fourth process is performed by a terminal which is a
parent terminal of an elevated terminal before the elevated
terminal is relocated. In the following, the parent terminal is
also referred to as an ex-parent terminal.

Assume here that in response to deterioration in commu-
nications illustrated in FIG. 13A, the first process is per-
formed upon transmission of second control data from the
terminal P1, which is the root terminal, to the terminal P5 via
the terminals P2, P3, and P4 in this order. Also assume that
the second control data is, for example, data for instruction
for switching the terminal P2 and the terminal P5. The
second control data notifies the terminals P2 to P5 that the
terminal P2 and the terminal P5 are switched.

Then, the terminal P2 and the terminal P5 are switched as
described using FIG. 13 A (the first process). In this case, the
terminal P5 is an elevated terminal. The ex-parent terminal
of the elevated terminal is the terminal P4. The fourth
terminal is therefore performed by the terminal P4. The
terminal P4 has been notified of the switching of the terminal
P2 and the terminal P5 by the second control data. Specifi-
cally, the terminal P4 has been notified that the terminal P5
is now at the second level. Furthermore, the terminal P4 has
information on the stream data packets obtained by the
terminal P5 as its child terminal when the terminal P4
receives the second control data, based on a DT (P4, P5) and
others. Assume that the DT (P4, P5) is longer than the time
which it takes for two successive stream data packets
transmitted from the terminal P4 to reach the terminal P5.

In this example, the terminal P4 has information that the
terminal P5 has obtained stream data packets numbered 1 to
3 when the stream data packet numbered 5 is the newest
stream data packet among the packets obtained by the
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terminal P4 by the time when the terminal P4 received the
second control data. Then, the terminal P2 and the terminal
P5 are switched according to the second control data so that
the terminal P5 is relocated to the second level. Assume that
the terminal P4 performs the fourth process for an example.

The following will describe the fourth process using FI1G.
13B, FIG. 15A, FIG. 15B, and FIG. 16.

First, upon receiving the second control data, the transfer
unit 110 of the terminal P4 detects switching of the terminal
P2 and the terminal P5. Next, the transfer unit 110 of the
terminal P4 changes, from the terminal P2 to the terminal
P5, the destination of stream data packets to be transferred
(transmitted) by the multicast unit 120 (S310).

Specifically, in this process, the transfer unit 110 detects
switching of a first terminal located below the communica-
tion terminal 100 and a second terminal located above the
communication terminal 100 in the ALM tree, that is,
switching of the terminal P2 and the terminal P5. Next, upon
the detection in the process, the transfer unit 110 changes,
from the first terminal to the second terminal, the destination
of stream data to be transferred by the multicast unit 120,
which is the communication unit.

Next, the transfer unit 110 controls the multicast unit 120
so that the multicast unit 120 transmits missing stream data
packets numbered 4 to 9, which correspond to the data D10,
to the terminal P5. The multicast unit 120 therefore transmits
the missing stream data packets numbered 4 to 9, which
correspond to the data D10, to the terminal P5 (S320).

In other words, in Step S320, when the transfer unit 110
detects switching of the first terminal and the second termi-
nal, the communication unit (the multicast unit 120) trans-
mits, to the first terminal, a stream data packet which has
already been received by the second terminal and follows
the newest one of the stream data packets already received
by the first terminal.

After the missing stream data packets re transmitted, the
transfer unit 110 changes, from the terminal P5 to the
terminal P2, the destination of stream data packets to be
transferred (transmitted) by the multicast unit 120 (S330).
Then, the multicast unit 120 transmits stream data packets
numbered 10 and 11, which correspond to the data D20, to
the terminal P2 (S340).

In other words, in the process in Step S340, the commu-
nication unit (the multicast unit 120) transmits new stream
data packets to the second terminal after transmitting the
stream data packet following the newest stream data packet
of the first terminal.

The terminal P4 transmits no stream data packet its child
terminal (terminal P2) while transmitting missing stream
data packets. However, this does not cause any problem (see
FIG. 13B) because the terminal P2 has been relocated to a
level below the terminal P4 with the stream data packets
numbered 4 to 9 stored in the buffer 170 of the terminal P2.

As describe above, according to Variation 1 of Embodi-
ment 1, when the first terminal and the second terminal are
switched, the communication terminal 100 transmits, to the
first terminal, the stream data packet which has already been
received by the second terminal and follows the newest one
of the stream data packets received by the first terminal.

After transmitting the net stream data packet to the first
terminal, the communication terminal 100 transmits a new
stream data packet to the second terminal. Here, the first
terminal is located below the communication terminal 100,
and the second terminal is located above the communication
terminal 100.

With this, the stream data packet which follows the
newest stream data packet can be delivered to the first
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terminal after relocation with no additional delay, even when
a large amount of stream data is transmitted from the root
terminal of the ALM tree. As a result, it is possible to prevent
interruption in reproduction of stream data by the first
terminal relocated to above the communication terminal
100.

In other words, it is possible for the first terminal relo-
cated to above the communication terminal 100 to seam-
lessly reproduce stream data.

Variation 2 of Embodiment 1

When a dynamic change occurs to a delay time between
terminals in an ALM tree or to an ALM tree, a change may
occur also to one or more of second totals corresponding to
second communication paths included in the ALM tree.

In Variation 2 of Embodiment 1, when a change in a
second total corresponding to a second communication path
corresponding to a terminal is detected, the following adjust-
ment is performed in addition to the processes performed in
Variation 1 of Embodiment 1 in order to flexibly respond to
the change in the second total. The adjustment is performed
on reproduction delay time of a communication terminal
depending on the charge in the second total.

FIG. 17 illustrates a configuration of a communication
terminal 100A according to Variation 2 of Embodiment 1 of
the present invention. The communication terminal 100A is
a terminal which is included in an ALM tree but is neither
the root terminal nor the leaf terminals of the ALM tree.

As illustrated in FIG. 17, the communication terminal
100A and the communication terminal 100 in FIG. 7 are
different in that the communication terminal 100A further
includes an adjustment unit 180. The configuration of the
communication terminal 100A is identical to that of the
communication terminal 100 except the adjustment unit, and
detailed description thereof is not repeated.

In Variation 2 of Embodiment 1, each terminal which is
neither the root terminal nor the leaf terminals in an ALM
tree, that is, the communication terminal 100A also performs
the second process as with the communication terminal in
Embodiment 1.

Furthermore, the communication terminal 100A, which is
neither the root terminal nor the leaf terminals in an ALM
tree, performs the third process illustrated in FIG. 12 at
predetermined intervals independently of the other pro-
cesses as with the communication terminal in Embodiment
1. The predetermined intervals have a length of one minute
for an example.

In the third process, the obtainment unit 130 of each
communication terminal 100A transmits the second total
calculated in the process in Step S210 and all branch delays
DT used for calculation of the second total also to the
adjustment unit 180. The adjustment unit 180 of each
terminal is thereby notified of the second total corresponding
to the second communication path corresponding to the
terminal on a continuous basis.

When a change occurs to the second total, the adjustment
unit 180 of each terminal transmits, to the control unit 150,
an instruction for changing a reproduction time of the nth
stream data packet depending on the second total after the
changing.

The following will describe a process which is performed
when a second total changes (the process is hereinafter also
referred to as a fifth process). The fifth process is performed
independently of the other processes.

FIG. 18A and FIG. 18B illustrate an example of the fifth
process.
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FIG. 18A is a simplified FIG. 13A. FIG. 18A illustrates,
as an example, statuses of terminals which are at the first to
fourth level of the ALM tree illustrated in FIG. 6 and
correspond to all or part of a second communication path in
the ALM tree. Terminals P1 to P4 in FIG. 18A correspond
to the terminals P1 to P4 in FIG. 13A, respectively.

FIG. 19 is a flowchart of the fifth process.

Assume that the terminal P2 performs the fifth process for
an example. Also assume that the path from the terminal P2
to the terminal P4 in FIG. 18A is a second communication
path.

When a second total changes (S410, YES), that is, when
a delay time changes, the adjustment unit 180 of the terminal
P2 performs a sixth process to change reproduction speed of
stream data (S420).

In the sixth process, the adjustment unit 180 and the
control unit 150 perform a process appropriate for the
second total after the changing.

Assume here that a new terminal P5 is added to a level
below the terminal P4 (leaf terminal in FIG. 18A) as
illustrated in FIG. 18B. In this example, the terminal P5 is
a new leaf terminal. Also assume that the path from the
terminal P2 to the terminal P5 in FIG. 18B is a second
communication path. For example, the terminal P5 transmits
blank messages to the terminal P4 at predetermined intervals
as in Embodiment 1. Next, each of the terminals P3 and P4
performs the second process as in Embodiment 1.

Then, the adjustment unit 180 of the terminal P2 detects
increase in the second total. Assume that the second total has
increased by 100 milliseconds for an example.

In this example, the adjustment unit 180 transmits a
second instruction to the control unit 150. The second
instruction is an instruction for changing the reproduction
time of the stream data packet following the stream data
packet which is currently being reproduced by the repro-
duction unit 160. The second instruction also indicates a new
reproduction time to which the reproduction time is
changed. The new reproduction time corresponds to the start
time of the stream data packet following the stream data
packet which is currently being reproduced.

The new time is a time which the adjustment unit 180
obtains by changing the original reproduction time before
the change in the second total. For example, when the
second total has increased by 100 milliseconds, the new
reproduction time is obtained by adding 100 milliseconds to
the original reproduction time. For example, when the
second total has decreased by 100 milliseconds, the new
reproduction time is obtained by adding -100 milliseconds
to the original reproduction time.

In other words, when the delay time (the second total) of
a terminal below the communication terminal including the
adjustment unit 180 changes, the adjustment unit 180 adjusts
the reproduction time of the stream data packet following
the stream data packet which is currently being reproduced
depending the delay time after the changing.

Upon receiving the second instruction, the control unit
150 causes the reproduction unit 160 to reproduce the stream
data packet following the stream data packet currently being
reproduced at the new reproduction time.

Specifically, the control unit 150 changes the reproduction
speed of the stream data packet currently being reproduced
depending on a time obtained by subtracting the original
reproduction time from the new reproduction time (the
obtained time is hereinafter also referred to as a difference
time). A difference time having a positive value indicates
increase in a second total. A difference time having a
negative value indicates decrease in a second total.
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For example, when a difference time has a positive value,
the control unit causes the reproduction unit 160 to slow,
over the difference time, reproduction of a stream data
packet being reproduced in order to avoid troubles in
reproduction of the following stream data packet due to the
difference time. Examples of the troubles in reproduction of
the following stream data packet due to the difference time
include a temporary stop and frame-skipping in reproduction
of stream data.

For example, when a difference time has a negative value,
the control of the control unit 150 causes the reproduction
unit 160 to increase, over the difference time, reproduction
speed of a stream data packet being reproduced in order to
avoid troubles in reproduction of the following stream data
packet due to the difference time.

For example, when the difference time is 100 millisec-
onds, the control unit 150 controls the reproduction unit 160
so that the reproduction unit reproduces stream data at a
0.9-time speed for 100 milliseconds.

For example, when the difference time is —100 millisec-
onds, the control unit 150 controls the reproduction unit 160
so that the reproduction unit reproduces stream data at a
1.1-time speed for 100 milliseconds.

The fifth process may be performed by a terminal other
than the terminal P2 for example, the terminal P3 or P4.

The process of increasing the reproduction speed of a
stream data packet being reproduced may not be performed
when a difference time has a negative value, that is, when a
second total decreases.

The fifth process is applicable not only to the case where
there is an increase in the number of terminals but also to the
case where a terminal disappears from an ALM tree when,
for example, the terminal is turned off. The fifth process is
also applicable to the case where there is no change in the
number of terminals but there is a change in a second total
because of increase in network load on a communication
path between two terminals, for example.

As described above, according to Variation 2 of Embodi-
ment 1, flexible response is possible even when a terminal
lower than a communication terminal disappears or a ter-
minal is added to a level below a communication terminal
while a first stream data packet is being reproduced. As a
result, stream data can be seamlessly reproduced.

It should be noted that the fourth process is also per-
formed in Variation 2 of Embodiment 1 as in Variation 1 of
Embodiment 1.

Embodiment 2

With a recording medium such as a flexible disk on which
a program for communication control method described in
the above embodiment and variations thereof is recorded, it
is possible to perform the embodiment or the variations
thereof on an independent computer system with ease.

FIG. 20A to FIG. 20C illustrate a case where a computer
system performs the communication control method accord-
ing to the embodiment and the variations thereof using a
program recorded on a recording medium such as a flexible
disk.

FIG. 20A illustrates an example low-level format of a
flexible disk which is a main part of a recording medium.
FIG. 20B illustrates a front view and a sectional view of a
flexible disk FD and its case F. The flexible disk FD is
encased in the case F and has a surface on which a plurality
of tracks Tr is formed concentrically from the outermost
circumference toward the innermost circumference. Each
track is radially divided into 16 sectors Se. In the flexible
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disk FD storing the program, a region on the flexible disk FD
is allocated to the program and the program is recorded in
the region.

FIG. 20C illustrates a configuration for record and repro-
duction of the program on the flexible disk FD. The program
for the communication control method is recorded on the
flexible disk FD from a computer system Cs via a flexible
disk drive FDD. A communication control method is imple-
mented on the computer system Cs using the program on the
flexible disk FD by reading the program from the flexible
disk FD using the flexible disk drive FDD and transferring
the program to the computer system Cs.

An optical disc also can be used as a recording medium
instead of the flexible disk in the above description. Fur-
thermore, the recording medium is not limited to them. Any
medium, such as an integrated circuit (IC) card or a read-
only-memory (ROM) cassette, may be employed instead
also in the same manner as described for the flexible disk as
long as the program can be recorded thereto.

(Function Block Diagram)

FIG. 21 is a block diagram illustrating a function con-
figuration characteristic of the communication terminal 200.
The communication terminal 200 corresponds to either the
communication terminal 100 or 100A. In other words, FIG.
21 is a block diagram illustrating one of functionalities of
either of the communication terminal 100 or the communi-
cation terminal 100A. The functionality is a main one related
to the present invention.

The communication terminal 200 is any one of the
terminals included in an application layer multicast (ALM)
tree having a structure which is dynamically changeable
during reproduction of stream data.

In terms of functionalities, the communication terminal
200 includes a communication unit 210, a memory unit 220,
a reproduction unit 130, an obtainment unit 140, and a
control unit 250.

The communication unit 210 receives stream data packets
in sequence from a terminal above the communication
terminal 200 in the ALM tree. The communication unit 210
corresponds to the multicast unit 120 in FIG. 7 or FIG. 17.

In other words, the memory unit 220 stores the stream
data packets received in sequence by the communication
unit 210. The memory unit 220 corresponds to the buffer 170
in FIG. 7 or FIG. 17.

The reproduction unit 230 reproduces the stream data
packets in sequence stored in the buffer 220 with predeter-
mined timing. The reproduction unit 230 corresponds to the
reproduction unit 160 in FIG. 7 or FIG. 17.

The communication unit 210 also transmits the received
stream data packets to terminals below the communication
terminal 200 in the ALM tree.

The obtainment unit 240 obtains a delay time in data
communication between terminals below the communica-
tion terminal 200 in the ALM tree. The obtainment unit 240
corresponds to the obtainment unit 130 in FIG. 7 or FIG. 17.

The control unit 250 controls the reproduction unit 230 so
that the reproduction unit 230 starts reproduction of the
stream data packets at a time point which is later than the
predetermined time point by a predetermined length of time.
The predetermined length of time is longer than or equal to
a total of all delay times corresponding to the communica-
tion path from the communication terminal 200 to its leaf
terminal obtained by the obtainment unit. The control unit
250 corresponds to the control unit 150 in FIG. 7 or FIG. 17.

All or part of the communication unit 210, the memory
unit 220, the reproduction unit 230, the obtainment unit 240,
and the control unit 250 included in the communication
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terminal 200 may be implemented in hardware such as a
large scale integration (LSI). Furthermore, all or part of the
communication unit 210, the memory unit 220, the repro-
duction unit 230, the obtainment unit 240, and the control
unit 250 may be implemented as a module of a program to
be executed by a processor such as a CPU.

The communication terminal 200 may be implemented as
an integrated circuit.

(Other Variations)

The communication terminal and communication control
method according to the present invention has been
described above based on the embodiment, which does not
limit the present invention. The present invention also
includes variations of the embodiment conceived by those
skilled in the art unless they depart from the spirit and scope
of the present invention.

The numerical values in the above embodiment are exem-
plary ones used to specifically explain the present invention.
In other words, the present invention is lot limited to the
numerical values used in the embodiment.

The communication control method according to the
present invention corresponds to the third process illustrated
in FIG. 12, for example. The communication control method
according to the present invention also corresponds to the
third process illustrated in FIG. 12, the fourth process
illustrated in FIG. 15, and the fifth process illustrated in FIG.
19 which are performed independently of each other, for
example. The communication control method according to
the present invention need not included all the steps corre-
sponding to the steps in FIG. 12, FIG. 16, or FIG. 19. In
other words, the communication control method according
to the present invention may include only the steps neces-
sary for producing the advantageous effect of the present
invention. For example, the third process in FIG. 12 may
include only Steps S210 and S250.

The above-described order of performing the steps in the
communication control method is merely an example to
specifically explain the present invention, and the process
may be performed in an order other than the above-de-
scribed order. Furthermore, steps in the communication
control method may be independently performed in parallel.

For example, in the third process of the communication
control method illustrated in FIG. 12, the process in Step
S210 is performed independently of Steps S220 to S250 and
may be performed in parallel with each other.

Part or all of the constituent elements of the communi-
cation terminal 100 or 100A may be implemented as an
integrated circuit, typically a large-scale integration (LSI).
Each of the constituent elements may be integrated into a
separate single chip, or optionally some or all of the con-
stituent elements may be integrated into a single chip.

Although mentioned here is an LS, it may be referred to
as an IC, a system LSI, a super LSI or an ultra LSI,
depending on the degree of integration.

The method of forming integrated circuitry is not limited
to use of such LSIs. Dedicated circuitry or a general-purpose
processor may be used instead. Also applicable is a field
programmable gate array (FPGA), which allows post-manu-
facture programming, or a reconfigurable processor LSI,
which allows post-manufacture reconfiguration of connec-
tion and setting of circuit cells therein.

When a new technique of integration circuit which
replaces the LSI comes out as a result of advance in
semiconductor technology or another deviational technol-
ogy, the batch of functions may be integrated using the new
technique as a matter of course. The adaptation of biotech-
nology or the like is possible.
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The example disclosed above should not be considered as
being limiting but should be considered as a mere example
in all aspects. The scope of the present invention is defined
not by the description above but by the claims, and is
intended to include any modification within a sense and
scope equivalent to the claims.

INDUSTRIAL APPLICABILITY

The present invention is applicable to, for example, video
distribution systems and remote lecture systems with which
an ALM technique is used for increasing quality of video
and audio.

REFERENCE SIGNS LIST

D10 Data

11, 12, 13, 14, 15, 16, 17, P1, P2, P3, P4, P5, R10 Terminal
100, 100A, 200 Communication terminal
110 Transfer unit

120 Multicast unit

130, 240 Obtainment unit

140 Calculation unit

150, 250 Control unit

160, 230 Reproduction unit

170 Buffer

180 Adjustment unit

210 Communication unit

220 Memory unit

The invention claimed is:

1. A communication terminal which is one of terminals
included in an application layer multicast (ALM) tree having
a structure dynamically changeable during reproduction of
stream data packets, the communication terminal compris-
ing:

a processor; and

a non-transitory memory having stored thereon execut-

able instructions, which when executed by the proces-

sor, cause the processor to perform:

receiving stream data packets in sequence from a
second terminal located above the communication
terminal in the ALM tree and transmitting the
received stream data packets to a first terminal
located below the communication terminal in the
ALM tree;

storing the received stream data packets;

reproducing the stored stream data packets in sequence;

obtaining a delay time in data communication between
terminals located below the communication terminal
in the ALM tree;

causing reproduction of each of the stream data packets
to be started at a time point which is later than the
time at which the stream data packets are stored by
a predetermined length of time that is longer than or
equal to a total of the obtained delay time corre-
sponding to a communication path from the com-
munication terminal to a leaf terminal corresponding
to the communication terminal;

upon receipt of notification that the first terminal and
the second terminal in the ALM tree are to be
switched, (a) transmitting, to the first terminal, a
stream data packet which has already been received
by the second terminal before the switch and has not
been received by the first terminal before the switch,
(b) after transmitting, to the first terminal, the stream
data packet which has already been received by the
second terminal before the switch and has not been
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received by the first terminal before the switch,
changing a destination of a stream data packet from
the first terminal to the second terminal, and trans-
mitting, to the second terminal, a stream data packet
newly received from the first terminal after the
change;

measuring a delay time between the communication
terminal and a third terminal which is a child termi-
nal of the communication terminal in the ALM tree,
and transmitting the measured delay time to a parent
terminal of the communication terminal; and

receiving, from the third terminal, a delay time between
the third terminal and a fourth terminal which is a
child terminal of the third terminal, and transmitting
the received delay time to the parent terminal of the
communication terminal, the delay time between the
third terminal and the fourth terminal being mea-
sured by the third terminal.

2. The communication terminal according to claim 1,

wherein there is a plurality of the leaf terminals corre-

sponding to the communication terminal in the ALM
tree, and

the total is a largest one of totals each of which is a total

of the delay time corresponding to a different one of
communication paths from the communication termi-
nal to the leaf terminals.

3. The communication terminal according to claim 1,
wherein when executed, the executable instructions further
cause the processor to perform

adjusting, when the delay time between the terminals

below the communication terminal changes, a repro-
duction time point of the stream data packet which
follows the stream data packet currently being repro-
duced depending on a difference time.

4. The communication terminal according to claim 1,

wherein the stream data includes at least one of video data

and audio data.

5. A communication control method which is performed
by a communication terminal that is one of terminals
included in an application layer multicast (ALM) tree having
a structure dynamically changeable during reproduction of
stream data packets,

wherein the communication terminal (i) receives stream

data packets in sequence from a second terminal
located above the communication terminal in the ALM
tree and transmits the received stream data packets to a
first terminal located below the communication termi-
nal in the ALM tree, (ii) stores the received stream data
packets, and (iii) reproduces the stored stream data
packets,

the communication control method comprising:

obtaining a delay time in data communication between
terminals located below the communication terminal
in the ALM tree;

causing the communication terminal to start reproduc-
tion of each of the stream data packets at a time point
which is later than the time at which the stream data
packets are stored by a predetermined length of time
that is longer than or equal to a total of the obtained
delay time corresponding to the communication path
from the communication terminal to a leaf terminal
corresponding to the communication terminal;

upon receipt of notification that the first terminal and
the second terminal in the ALM tree are to be
switched, (a) transmitting, to the first terminal, a
stream data packet which has already been received
by the second terminal before the switch and has not
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been received by the first terminal before the switch,
(b) after transmitting, to the first terminal, the stream
data packet which has already been received by the
second terminal before the switch and has not been
received by the first terminal before the switch,
changing a destination of a stream data packet from
the first terminal to the second terminal, and trans-
mitting, to the second terminal, a stream data packet
newly received from the first terminal after the
change;

measuring a delay time between the communication
terminal and a third terminal which is a child termi-
nal of the communication terminal in the ALM tree,
and transmitting the measured delay time to a parent
terminal of the communication terminal; and

receiving, from the third terminal, a delay time between
the third terminal and a fourth terminal which is a
child terminal of the third terminal, and transmitting
the received delay time to the parent terminal of the
communication terminal, the delay time between the
third terminal and the fourth terminal being mea-
sured by the third terminal.

6. A non-transitory computer-readable recording medium
for use in a computer, the recording medium having a
computer program recorded thereon, the program being
executed by a communication terminal that is one of termi-
nals included in an application layer multicast (ALM) tree
having a structure dynamically changeable during reproduc-
tion of stream data packets,

wherein the communication terminal (i) receives stream

data packets in sequence from a second terminal
located above the communication terminal in the ALM
tree and transmits the received stream data packets to a
first terminal located below the communication termi-
nal in the ALM tree, (ii) stores the received stream data
packets, and (iii) reproduces the stored stream data
packets,

the program, when executed, causing a computer to

perform:

obtaining a delay time in data communication between
terminals located below the communication terminal
in the ALM tree;

causing the communication terminal to start reproduc-
tion of each of the stream data packets at a time point
which is later than the time at which the stream data
packets are stored by a predetermined length of time
that is longer than or equal to a total of the obtained
delay time corresponding to the communication path
from the communication terminal to a leaf terminal
corresponding to the communication terminal;

upon receipt of notification that the first terminal and
the second terminal in the ALM tree are to be
switched, (a) transmitting, to the first terminal, a
stream data packet which has already been received
by the second terminal before the switch and has not
been received by the first terminal before the switch,
(b) after transmitting, to the first terminal, the stream
data packet which has already been received by the
second terminal before the switch and has not been
received by the first terminal before the switch,
changing a destination of a stream data packet from
the first terminal to the second terminal, and trans-
mitting, to the second terminal, a stream data packet
newly received from the first terminal after the
change;

measuring a delay time between the communication
terminal and a third terminal which is a child termi-
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nal of the communication terminal in the ALM tree,
and transmitting the measured delay time to a parent
terminal of the communication terminal; and
receiving, from the third terminal, a delay time between
the third terminal and a fourth terminal which is a 5
child terminal of the third terminal, and transmitting
the received delay time to the parent terminal of the
communication terminal, the delay time between the
third terminal and the fourth terminal being mea-
sured by the third terminal. 10
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